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Abstract 

The voice is considered a biometric trait since we can extract information from the speech 

signal that allows us to identify the person speaking in a specific recording. Fingerprints, iris, 

DNA, or speech can be used in biometric systems, with speech being the most intuitive, basic, 

and easy to create characteristic. Speech-based services are widely used in the banking and 

mobile sectors, although these services do not employ voice recognition to identify consumers. 

As a result, the possibility of using these services under a fake name is always there. To reduce 

the possibility of fraudulent identification, voice-based recognition systems must be designed. 

In this research, Mel Frequency Cepstral Coefficients (MFCC) characteristics were retrieved 

from the gathered voice samples to train five different machine learning algorithms, namely, 

the decision tree, random forest (RF), support vector machines (SVM), closest neighbor (k-

NN), and multi-layer sensor (MLP). Accuracy, precision, recall, specificity, and F1 score were 

used as classification performance metrics to compare these algorithms. According to the 

findings of the study, the MLP approach had a high classification accuracy of 91%. In addition, 

it seems that RF performs better than other measurements. This finding demonstrates how 

these categorization algorithms may assist voice-based biometric systems. 
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1. Introduction  
The ability to offer simple and safe authentication for customer service apps is 

becoming a need for current security standards as security concerns and incidents 

continue to expand across organizations in numerous sectors. Biometric technology, 

including as fingerprint scanners on computers, cameras with built-in facial 

recognition capabilities at airport terminals and stadiums, and voice-based 

authentication systems for account access on smartphones, have all seen widespread 

acceptance in the previous decade [1] [2]. 

The voice of the person whose identification must be recorded in the system is used 

to perform voice biometric recognition. For authentication purposes, this input is 

saved as a print. The spoken statement is separated into several frequencies to creates 

the input print [3]. At this step, behavioral characteristics are found that work together 

to create the voice print.   

Iris and fingerprint recognition are similar to voice recognition. They are all one-of-a-

kind and cannot be replicated. These prints are saved in a database for further 

verification [4]. Meanwhile, a system that is not reliant on text focuses and matches 

unexpected speech with previously recorded voice data. 

There are two types of voice authentication. The first one is text-independent 

recognition [5]. In this situation, the system does not preserve any pre-recorded audio 

to compare with the input. It is a voice identification method that does not need the 

input of any previous speech data into the biometric system. Because it allows for free 

communication, it is significantly more practical. The second is the text-dependent 

http://creativecommons.org/licenses/by/4.0/
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recognition [5]. This demands the delivery of a previously given phrase that has been 

saved in the system, creating a speech content constraint. 

There are few distinct advantages of voice biometrics. First, it Increases security and 

decreased Fraud [6]. The necessity for robust, multi-factor authentication has grown 

as the number of fraud assaults has expanded across sectors. Unlike PINs and security 

questions, which may be readily hacked, voice biometrics assures that the person on 

the other end of the line is who they claim to be [7]. Voice biometrics is an excellent 

way for verifying callers in contact center since it reduces the possibility of social 

engineering, which happens often with agents. 

The second benefit of voice biometric systems that is often neglected is that they have 

the ability to greatly enhance customer experiences. Callers no longer need to offer 

passcodes, PINs, or answers to challenge questions to authenticate their identity using 

speech biometrics devices [7]. This makes speech biometrics perfect for omnichannel 

and multichannel implementations, since a customer's voiceprint may be used across 

all of company's support channels after they have been registered [8]. This seamless 

experience makes the process simpler and more efficient for client. In fact, depending 

on the cause for the call, voice biometrics have been shown to shorten the time it takes 

to authenticate a caller's identification from a few seconds to several minutes [9]. This 

advantage allows to increase not just call personalization but also customer experiences 

considerably. 

The third benefit is that it reduces costs. Voice biometrics solutions have been shown 

to save millions of dollars in agent time by lowering the processes and time necessary 

in the verification process [10]. Furthermore, when adopting voice biometrics for 

verification, firms may minimize Average Handle Time by 30+ seconds each call on 

average [11] [12]. This result to not only enhanced security process efficiency, but also 

significant cost savings due to the reduced time agents must spend verifying 

consumers. 

 

2. Methodology 

We employ MFCC to do age group detection/identification in this study. 
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2.1 Mel Frequency Cepstral Coefficient (MFCC) 

The most common and significant approach for extracting spectral information is Mel 

Frequency Cepstral Coefficients (MFCC). MFCCs are one of the most widely used 

feature extraction methods in speech recognition [13]. They are based on the frequency 

domain and employ the Mel scale, which is based on the human ear scale. MFCCs that 

are well-designed as frequency domain characteristics are far more exact than time 

domain features [14]. 

Because human speech is not linear as a function of frequency, the pitch of a single 

frequency acoustic voice stream is mapped onto a "Mel" scale. The frequency spacing 

below 1 kHz is linear in Mel scale, whereas the frequency spacing beyond 1 kHz is 

logarithmic [15]. The below equation is used to compute the Mel frequencies that 

correlate to the Hertz frequencies. 

      
2595*log(1 )

700

f
fmel = +

                                         

                     

 Figure 1 depicts the block design for Mel-Frequency Cepstral Coefficients 

(MFCC) calculations. 

 

Fig. 1 Block Diagram for MFCC Computation 

The inner blocks in Fig. 1 are detailed below: 

a) Pre-Emphasis: Audio signals with a sample rate of 16 kHz are captured. Each word 

is saved as its own audio file. This stage comprises signal pre-emphasis to increase 
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signal energy at high frequencies [15]. Equation below gives the difference equation of 

the Pre-emphasis filter. 
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b) Framing and Windowing: In nature, the language (voice) signal is not stationary. 

The usage of stationary frame is employed to make it seem more professional. After 

pre-emphasis, the next stage is framing, in which the voice signal is divided into smaller 

frames that overlap each other [16]. Windowing is used to reduce discontinuities at the 

margins of frames after framing. The window approach employed in this study was 

the Hamming Window. The Hamming Window is determined by the following 

equation. 
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N is the total number of samples in a single frame. 

c) Fast Fourier Transform (FFT): The Discrete Fourier transform (DFT) of signal is 

calculated using the fast Fourier transform. This step is used to convert the signal from 

time domain to frequency domain. Equation below is used to compute the FFT [17]. 
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Where, N is the size of FFT. 

d) Mel Filter Bank: The spectrum's power is turned into a Mel scale, which is the next 

stage. Mel's filter bank is made up of overlapping triangle filters. 

e) Discrete Cosine Transform (DCT): After obtaining the logarithm of the Mel-filter 

bank output, the Discrete Cosine Transform (DCT) is used. 

f) Delta Energy: It takes the base 10 logarithm of the output from the previous step in 

this step. Because the human ear's reaction to acoustic speech signal levels is not linear, 

the calculation of Log energy is required. At greater amplitudes, the human ear is less 

sensitive to differences in amplitude. The logarithmic function has the benefit of 

closely resembling the behavior of the human ear [18]. The equation below is used to 

compute energy 
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Finally, the Mel frequency cepstral coefficients are obtained. 

2.2 Algorithm selection 

The goal of this study is to use Decision Trees, Random Forest, Support Vector 

Machines, k-Nearest Neighbor, and Multilayer Perceptron algorithms on the data set 

obtained after implementing the minimum-maximum normalization technique on the 

raw data set to apply different classification techniques based on machine learning. 

The dataset came from 5 samples from each of the 9 elderly and 11 young samples. 

The following are the algorithms' descriptions: 

 Decision Trees: It is represented as class tags at the level of the tree's leaves, as well 

as actions on features with branches leading to these leaves and expanding from the 

start. In terms of comprehension and interpretation, the method is straightforward. It 

may be used to process both numerical and class data. 

Random Forest: The decision tree's low depth prevents categorization from taking 

place, while its excessive depth makes classification difficult [19]. In RF, increasing the 

number of trees reduces tree depth. In RF, bagging may be used to find proper 

categories among trees. In classification issues, tagging is done using vote 
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computations [20]. The use of an adequate number of trees and accurate voting 

amongst trees may help a random decision tree operate well. 

Support Vectors Machines (SVMs): Its a machine learning theory-based 

nonparametric classification method. For dual classifications, SVMs were created. 

SVM's working concept is based on estimating the most suitable decision function that 

can distinguish different classes from each other, or, in other words, establishing the 

hyper-plane that can effectively separate two classes [21] [22]. 

The categorization step in the k-Nearest Neighborhood method is made by evaluating 

relationships between data. The linear decomposition approach is used to operate this 

system on the coordinate plane. In the original k-NN technique, the item to be 

categorized is allocated to the class that includes the majority of the object's closest k 

neighbors [23]. 

Artificial neural networks, or multilayer perceptrons, are learning algorithms based on 

the modeling of human brain cells. They are made up of three layers: an input layer, 

one or more hidden layers, and an output layer. Forward propagation and backward 

propagation transitions exist in MLPs. The output and error value of the network are 

determined at the forward propagation step. The link weight values between the layers 

are changed at the back propagation step to reduce the computed error value. 

 

 

2.3 Assessments of the selected ML models  

 

A confusion matrix is a table that allows to see how well a classification system 

performs. Each column represented the number of anticipated classifications done by 

a classification model, whereas each row included information related with actual 

classifications. 

Let TP denote the number of true positives (positive samples correctly classified as 

positive), FN the number of false negatives (positive samples incorrectly classified as 

negative), FP the number of false positives (negative samples incorrectly classified as 

positive), and TN the number of true negatives (negative samples incorrectly classified 

as negative) (negative samples correctly classified as negative) [24]. Table 1 shows the 

confusion matrix for a binary classifier. As can be observed, such a form makes it easy 
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to evaluate prediction mistakes visually since they are plainly placed beyond the table's 

diagonal. 

 Table 1. Confusion matrix  

 Predicted 

Positive Negative 

Actual 
Positive TP FN 

Negative FP TN 
 

 

A confusion matrix is often used to construct a variety of commonly used statistical 

measures, including [25]: 

• Accuracy (Ac), which is described as the percentage of accurate classifications across 

all samples evaluated and may be calculated using the equation: 

𝐴𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
  

 

• Precision (Pr), which may be calculated using Equation below and is defined as the 

ratio of genuine positives to all expected positives:  

𝑃𝑟 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  

 

• Sensitivity (Se), also known as True Positive Rate (TPR) and Recall. It is defined as 

the fraction of true positives accurately recognized as such, which may be calculated 

using below. The proportion of patients who are appropriately recognized as having 

the illness is one example. 

𝑆𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

 

• True Negative Rate (TNR), which is also known as Specificity (Sp). It is defined as 

the fraction of real negatives accurately classified as negatives. For instance, the 

proportion of healthy people who are appropriately labeled as such. 

𝑆𝑝 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
  

 

• The F-score, often known as the F measure, is the harmonic mean of accuracy and 

recall. As can be seen from the equation below, precision and recall are equally 

weighted, and the highest value of 1 is reached when precision and recall are 

equivalent. 

𝐹 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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Furthermore, among the major performance measurement metrics used in the 

assessment of model performance in Machine Learning methods are Mean Absolute 

Error (MAE), Root Mean Square Error (RMSE), and Mean Square Error (MSE) [26]. 

Equations below are used to calculate MSE, RMSE, and MAE, respectively. 
 

MSE =
1

𝑛
∑ 𝑒𝑖

2𝑛

𝑖=1
 

 

RMSE = √
1

𝑛
∑ 𝑒𝑖

2

𝑛

𝑖=1

 

 

MAE =
1

𝑛
∑ ∣ 𝑒𝑖

𝑛

𝑖=1

∣ 

 

The letter 'e' stands for error in these formulas. Because MSE, RMSE, and MAE are 

all error measures, lower values imply better performance [27]. If the RMSE is equal 

to zero, for example, it can be assumed that the performance result is better. The 

model prediction success of the five methods mentioned in this research was measured 

using the RMSE, MAE, and MSE criteria. Close to 0 RMSE, MAE, and MSE values 

indicate that no major errors were made. 

 

 

3. Results 

 

Figure 1. An original audio signal of a sample. 

 

Once we have the filter bank, we can use it to transform using the magnitude FFT X. 

The number of mel filters (mel filter num) in the filterbank will be N in this case. In 

addition, we log the output values. This is due to the fact that we can hear both subtle 

and loud noises. The log transformation will assist us enhance low energy values while 

attenuating large amplitude values a little. 
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Figure 2. Log transformation  

 

The MFCCs result is achieved by applying the DCT transform on the "X filtered log". 

For each short-time frame, the MFCC[0], which is the initial element of the vector 

obtained after DCT captures the spectral energy throughout the filterbank. The graph 

below demonstrates this. Furthermore, feature vectors for classification techniques 

benefit greatly from this compact structure. 
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Figure 3 (a-d). DCT transformation  

 

The techniques employed in this research were Decision Trees, Random Forest, 

Support Vector Machines, k-Nearest Neighbor, and Multilayer Perceptron. 

Classification algorithm performance was measured using parameters such as 

accuracy, sensitivity, specificity, precision, and F1-score. Table 2 summarizes the 

highest performing classifiers in age group identification after all of the findings have 

been examined. The MLP classifier was effective in classifying age groups with the 

greatest accuracy value of 91%, according to Table 2. These findings suggest that the 

MLP Algorithm outperforms alternative classification algorithms in this situation. The 

MLP method, as shown in Figure 1, provides the greatest accuracy, followed by SVM, 

DT, RF, and k-NN algorithms, in that order. 

 

Table 2. Cross-validation test results for ML algorithms 

Criteria 
DT 

(%) 

RF 

(%) 

SVM 

(%) 

k-NN 

(%) 

MLP 

(%) 

Accuracy 81.081 80.01 83.782 80.03 91.04 

Recall 75.01 64.72 75.01 75.860 82.761 

Specificity 88.243 100 94.122 83.87 96.77 

Precision 88.2443 100 93.753 81.48 96.00 

F1-Score 81.081 78.570 83.334 78.56 88.88 
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Figure 4 shows a bar graph of the cross-validation test results obtained as mathematical 

values in Table 2. The RF technique has the best specificity and accuracy rates, as 

demonstrated in Fig. 4. 

  

Figure 4 shows the results of cross-validation tests for machine learning algorithms.

 

Table 3 shows the performance results of MAE, RMSE, and MSE values for the five 

distinct ML algorithms utilized in the research. In contrast to prior research, MSE, 

RMSE, and MAE error analyses were included to the study's performance assessment 

in order to create a more complete comparison to other algorithms. Given that lower 

MAE, RMSE, and MSE values suggest higher performance, it may be concluded that 

the performance results of MLP show considerably lower MAE (0.1), RMSE (0.3162), 

and MSE (0.1), implying that these performance results are superior. Other 

performance metrics are supported by these findings. The greatest number correlates 

to the highest mistake rate, while the lowest value reflects the best error rate. The 

RMSE computation is believed to be the most clear assessment criteria for assessing 

the difference between the models. 

Table 3 compares the performance of ML algorithms using the MAE, RMSE, and 

MSE metrics. 

Metrics DT RF SVM k-NN MLP 

MAE 0.1892 0.2 0.1622 0.2 0.1 

RMSE 0.435 0.4472 0.4027 0.4472 0.3162 

MSE 0.1892 0.2 0.1622 0.2 0.1 
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4. Conclusion  
Gender voice is considered one of the most important aspects to discern from a given 

voice, a task that is fraught with difficulties. A series of strategies has been used to 

discover significant features to be used for developing a model from a training set in 

order to distinguish age groups from voice signals. This model is useful for detecting 

the age group of a vocal signal.  

Due to the exponential rise in the smartphone user base and the incomparable 

convenience it provides, voice-based authentication is becoming more important 

among biometric authentication methods. Indeed, human speech may be caught 

effortlessly across long distances using just a conventional phone connection and no 

special reading gear. In addition, as compared to other biometric techniques, voice 

authentication gives the user more control over signal collection. 

Speech, among other biometric signals, is notable for the quantity of data it contains 

about a speaker. Speech contains not just linguistic information, but also paralinguistic 

and extralinguistic data such as a speaker's age, gender, ethnicity, personality qualities, 

emotional state, and even information about his or her physical and mental health. All 

of this information is considered private and should be safeguarded at all times. In 

reality, we already live in a world where speech data and the information collected from 

it may be legally classified as personally identifiable information.  

This study included five machine learning algorithms: decision trees, random forests 

(RF), support vector machines (SVM), nearest neighbor (k-NN), and multi-layer 

sensors (MLP). To evaluate these algorithms, accuracy, precision, recall, specificity, 

and F1 score were employed as classification performance criteria. The MLP technique 

showed a high classification accuracy of 91%, according to the study's results. 

Furthermore, it seems that RF outperforms other metrics. This research indicates how 

voice-based biometric systems might benefit from these categorization algorithms. 

While speech biometrics provides a safe method of user authentication, it is not 

without risk. High-quality voice spoofing, or "deepfakes," is now possible because to 
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breakthroughs in machine learning, recording technology, and synthetic speech, which 

may fool people and vocal biometrics systems into believing they are hearing a real 

person. These attacks may be used to obtain access to accounts that aren't supposed 

to be accessed. To combat speech spoofing, future research is nedded to advance the 

equipment that can differentiate between a live voice and a recorded or synthetic voice.  
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