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Abstract  
Artificial intelligence (AI) has emerged as a disruptive force in the healthcare industry, 

driving new breakthroughs that promise to enhance treatment outcomes while 

simultaneously lowering costs. Artificial intelligence in healthcare has demonstrated 

promise to help doctors and patients at each step of the healthcare system, from an 

accurate diagnosis to urgent monitoring of patients and self-management of long-term 

illness. Despite physician and administrative interest, the use of these technologies in 

healthcare institutions remains limited. We hypothesized that risks such as black box 

issue, error rate, and legal risks halt the adoption.  Similarly, technical combability in 

healthcare centers stemming from cloud adoption, the presence of IT skills in 

healthcare, and digitalized healthcare records significantly explain the AI adoption in 

healthcare. To test our hypotheses, we applied Ensemble Voting Classifier and 

Stacking Classifier algorithms. The ensemble voting classifier outperforms the 

stacking classifier in terms of accuracy. Our findings indicate that majority of 

healthcare institutions with limited technological compatibility and high perceived 

risks have no plans to use artificial intelligence at this time. The majority of healthcare 

institutions with moderate risk perceptions and moderate technical combability are 

indecisive about integrating artificial intelligence. Healthcare facilities with good 

technological combability and low (AI) perceived risks are either uncertain or eager to 
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use artificial intelligence approaches. Both classifiers yielded almost identical results, 

demonstrating the validity of our empirical findings. 

Keywords: Artificial intelligence, Ensemble voting classifier, Healthcare, stacking classifier 

 

2. Introduction  
The worldwide health system is facing a number of issues that are impeding the 

delivery of improved services. These issues pave the way for the application of 

contemporary technology in general, and artificial intelligence in particular, to enhance 

service quality and health outcomes while lowering healthcare costs. Machine 

Learning may help improve diagnosis and risk forecasting. It can discover important 

results in clinical and medical imaging studies automatically. It may also avoid and 

decrease numerous medical error rates [1], [2] .  

In contrast to other industries, the healthcare business works with vast amounts of data 

gathered from a variety of sources. Demography, vital signs, test results, prescriptions, 

documents and transcripts, medical image processing, payment documents, bio-signal 

information from smart and clinical devices, drug research, clinical trials, and so on 

are all examples of health data [3]. In terms of structure and nature, the data is quite 

varied. Big data in healthcare is quickly expanding and is expected to outpace other 

industries such as manufacturing, finance, and media during the next five years [4]–

[6]. 

Medical errors are unavoidable and may have severe consequences for the patient, the 

treating doctor, the nurses, and the facility as a whole. Establishing a safe medical 

system entail establishing care practices that keep patients safe from harm. Inadequate 

patient identification procedures, poor admission evaluation, failure to get permission, 

and failure to educate patients.  Errors may also cause negative mental and emotional 

responses in the caregivers concerned. Medical blunders are common. The majority of 

these blunders get unreported owing to a lack of willingness to face consequences. 

Medical mistakes may occur for a number of causes and at various locations within the 

healthcare system. The reason might be inexperienced carers, caregiver tiredness, 

insufficient staffing, poor communication and coordination, a lack of set rules and 

standards in the workplace, and so on [7], [8] . 

Diagnostic inaccuracies, delayed diagnosis, misdiagnoses, surgical failures, 

insufficient follow-up after procedure, inadequate tracking of the patient, 

unsafe precautions are the most common types of medical errors [9]–[13]. Medical 

mistakes may range from trivial to catastrophic, with significant consequences for 

patients and other parties. Minimizing preventable medical mistakes in order to 

improve patient safety and efficient health services is a difficult undertaking for service 

providers. Identifying risk elements for medical errors, good coordination and 

communications, and smooth knowledge transfer are all important steps toward 

medical error prevention. Intelligent approaches and automated solutions may be of 

assistance in these endeavors [14], [15]. 
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Patients are highly selective about their healthcare demands in an age of unlimited 

information. Because of the rivalry among healthcare providers, patient expectations 

are high. Patients now have more options for where and from whom they get healthcare 

services. People with digital awareness who are tech-savvy demand active engagement 

and more connection with healthcare service providers across the whole business 

process. Many patients demand access to their whole medical history, which is held by 

healthcare institutions. They are certain that knowledge exchange is a crucial 

component of providing high-quality services. Similarly, according to a poll, people 

would switch medical providers if they could obtain an appointment sooner. Patients 

in clinical trials are no longer considered subjects nowadays. They are trial partners 

with the pharmaceutical business [16]–[18]. [19] 

Understanding and controlling a patient's expectations may increase patient 

satisfaction and assist a patient's healthcare demands be met. Healthcare businesses 

must adapt their service models to accommodate patient expectations and involvement 

while striving for improved healthcare delivery [20]. They must create and execute 

individualized services while keeping patients' preferences in mind. The healthcare 

business is shifting to patient-centric health service and focused on patient results and 

happiness. Understanding patients' wants and expectations is critical to patient centric 

heath service, which is becoming more important. Artificial Intelligence and data 

analytics may help generate meaningful ideas from patient data in order to provide 

personalized services [21]–[23]. 

The applications of AI in healthcare vary from workflow automation technologies that 

may increase efficiency and productivity and allocate emphasis for patient care to 

algorithms that enable patient-centered decision-making and supplement the 

knowledge of healthcare personnel [24]. Additionally, AI is assisting hospitals in 

forecasting and managing patient flow, beginning with hospital admission and 

continuing all the way through discharge, which enables the hospitals to adjust more 

quickly to rapidly changing situations [25], [26]. And as medical care moves more and 

more into people's homes, AI-based insights have the potential to enable people to take 

responsibility for their health and quality of life, thereby reducing the likelihood that 

they will require hospitalization, all the while maintaining a close connection to 

medical practitioners through remote health assessment [27], [28]. [29] 

The fields of medicine and biology stand to benefit enormously from the introduction 

of artificial intelligence and related fields, such as machine learning. It has enticing 

possibilities for more rapid and precise medical decision making as well as expanded 

research and development capacities. However, unresolved questions about legislation 

and clinical relevance continue to exist; as a result, technology developers and 

prospective investors continue to struggle with the question of how to overcome the 

obstacles that now stand in the way of adoption, adherence, and deployment [30], [31]. 

However, regardless of whether they work in clinical care or in the life sciences, 

perhaps the facts remains that a wide variety of stakeholders are in a position to be 

influenced by the growth of AI in medical services and life sciences. The widespread 
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use of artificial intelligence faces a number of challenges, including legal ambiguities, 

a lack of confidence, and a lack of tested applications. The obstacles that need to be 

overcome are more than worth it in order to take advantage of the opportunity that the 

technology offers to alter the quality of care, enhance efficiency, and assist doctors in 

making better rational decisions [32]. 

A crucial financial and business risks are often required in order to overcome the 

assessment and implementation hurdles that must be overcome when dealing with the 

majority of the newly emerging revolutionary medical technology. However, the 

realization that AI will one day represent the standard for treating a certain medical 

condition may encourage some institutions to embrace the technology and reap its 

benefits ahead of schedule. Other hospitals may decide to hold off on adopting AI 

modalities until they become the "standard of care," but if they do so, they run the 

danger of falling behind their competitors in terms of enhancing efficiency and 

improving patient outcomes. 

3. The determents of adopting AI in healthcare 
The following are some typical obstacles to the use of AI in healthcare: 

The black box 

Artificial intelligence (AI) technologies are being developed to mimic human brains. 

Therefore, in the same way that human brains do, they take in information and produce 

results. However, we do not know how AI systems reach their conclusions; all that we 

are aware to is the results that they produce. And without a clear knowledge of the path 

that led an AI system to its conclusion, it is challenging to make improvements to such 

systems. The term "black box problem" refers to this obstacle that artificial intelligence 

systems face [33]–[35]. Interoperability issues provide a significant challenge for 

artificial intelligence to be adopted. 

To this day, a number of professionals in the field of healthcare technology have 

continued to emphasize the significance of the role interoperability plays in facilitating 

the exchange of data. Artificial intelligence would not be capable of giving its full 

advantages to the healthcare industry until it has access to all of the data associated 

with a patient. Because primary care providers, specialists, and hospitals all use various 

EHR systems, it is very difficult for any one organization to get access to the whole 

record of a patient at the same time. Because of this, the artificial intelligence is 

restricted in the information it can view, which results in an inadequate study of the 

health record [36], [37]. 

 

Adoption history.  

Applications of AI have just begun to be used in healthcare. In the field of healthcare, 

the applications of artificial intelligence that are most often used are typically those 

that include sophisticated image processing and forecast modeling. Nevertheless, AI 
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still has a great deal more to offer enterprises involved in the healthcare industry. There 

are a few examples, such as NLP, interactive bots, robotics, and machine learning, that 

only a small number of hospitals have implemented. 

AI professionals 

The lack of qualified AI professionals creates further adoption delays. Because there 

is a limited talent pool and a rising demand for the adoption of AI across all sectors, 

healthcare providers are finding it extremely difficult to launch AI-based programs due 

to a lack of resources. This is causing the projects to be delayed. A significant number 

of them depend on expensive solutions and providers of third-party services. Because 

there is a scarcity of talent, unfortunately this also implies that hospitals are inclined to 

narrow internal research and innovation as a result of the IT talent shortfall [38]. 

Cloud adoption 

Utilization of AI is slowed down by a lack of cloud adoption [39]. Many of the AI 

solutions now accessible to businesses are expected to be cloud-hosted and cloud-

delivered. It is common knowledge that several cloud service providers, like Amazon, 

IBM, Google, and Microsoft, make available a variety of AI solutions to their 

customers. Nevertheless, there are still some healthcare companies who are unwilling 

to migrate their data to the cloud. Because of this, some companies have decided to 

stop using AI applications that are hosted in the cloud in the healthcare industry and 

instead turn to on-premises solutions. These on-premises solutions may have fewer 

capabilities and may be more complicated due to the requirements placed on the IT 

environment [40], [41]. 

Digital platform 

Because not all medical data is stored in a digital format that can be read by AI, it is 

possible that AI will not get access to all important patient data. Simply explained, 

digital health records are the electronic equivalent of patient medical records that were 

formerly kept on paper.  There has been considerable hesitation among medical 

professionals to use this technology since many of them believe that it is 

burdensome.  Because of this, it is difficult for companies to guarantee that all patient 

records is readily accessible for processing in a manner that is discrete and that AI is 

able to access all of it [42], [43]. 

Knowledge and comprehension of AI 

AI can mean a variety of things to a variety of people. Some people think of it as the 

application that runs the robot that roams the hospital hallways supplying a variety of 

equipment to nurses, while others think of it as the platform that can conduct in-depth 

analysis on large data sets in order to spot anomalies in patient records. There is no 

denying the fact that AI has a multitude of applications within the realm of healthcare. 

Due to a lack of comprehension regarding what AI is capable of and what it is not, 

there is a lack of buy-in from certain stakeholders within hospitals, which will impede 

the implementation of artificial intelligence [44]–[47]. 
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Awareness among both the professionals and the patients 

Utilizing AI technologies may result in a wide variety of positive outcomes; yet, 

working with them can be challenging. Skill gaps may emerge in businesses when 

there is a lack of knowledge of the promise of artificial intelligence (AI) and how to 

exploit it. And healthcare companies need to educate their workforce about artificial 

intelligence systems and the capabilities they have in order to fill the gaps in their skill 

sets [48]. Training seminars on how to utilize artificial intelligence systems may be 

organized by hospitals and individual specialists for a variety of hospital departments 

[49]–[51]. 

The effective use and adoption of AI in healthcare cannot occur unless the patients who 

will be treated by it are prepared to accept therapy based on AI. Therefore, patients 

also need to be aware of AI's potential in order for them to have faith in healthcare 

services that is based on AI. For example, robotic surgery has a number of advantages, 

including shorter hospital stays, decreased levels of pain and discomfort, reduced 

levels of scarring, and decreased levels of blood loss [52], [53]. Patients can be hesitant 

to have surgery performed by AI robots owing to a lack of education and confidence 

in the technology. Patients should be made more aware of the advantages that may be 

gained by undergoing robotic surgery by healthcare institutions. They are also able to 

teach patients on the processes involved in AI robotic surgery before performing the 

treatment on them. Patients and employees that are educated about Ai systems will 

have a higher likelihood of having increased faith in AI systems [54]–[56]. 

Healthcare businesses need the appropriate infrastructure and management in order to 

successfully overcome the problems connected with the adoption and application of 

AI. With this in place, massive volumes of data can be saved and converted into 

information that is available for analytics, allowing AI and ML projects to discover 

insights and provide significant outcomes. 

 

4. Methods  
Based on the discussion in the previous section, this research divides adoption 

determinants into two categories: a) technological combability, and b) perceived risks. 

We implemented two machine learning classifier algorithms to examine the pattern in 

AI adoption in healthcare. The dataset came from 150 Healthcare IT professionals from 

different hospitals across the country.  

Ensemble Voting Classifier 

The Ensemble Voting Classifier is a meta-classifier for mixing machine learning 

classifiers that are similar or conceptually distinct for classification by majority or 

plurality vote. (To keep things simple, we'll refer to both plurality and majority voting 

as majority voting.) 
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The Ensemble Voting Classifier allows for both "hard" and "soft" voting. In hard 

voting, we anticipate the ultimate classifier as the class label predicted by the 

classification methods the most often. We forecast the class labels in soft voting by 

averaging the class probability. 

 

 

 

Figure. Ensemble Voting and Stacking classifiers  

Hard voting 

Hard voting is the most basic kind of majority voting. We forecast the class label ŷ   

here using the majority vote of each classifier A: 

                          1 2{ ( ), ( ),..., ( )}ˆ
my mode A A A= x x x  

Assuming that we combine three classifiers that categorize a training sample in the 

following manner: 

• classifier algorithm 1 -> class 0 

• classifier algorithm 2 -> class 0 

• classifier algorithm 3 -> class 1 

                           {0,0,1} 0ŷ mode= =  
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We would designate the sample as "class 0" by majority vote. A weighted majority 

vote may be computed in addition to the simple majority vote mentioned in the 

preceding section by associating a weight jw   with the classifier jA  : 

                          
1

,ˆ arg max ( ( ) )
m

j L j
i

j

y w A i
=

= = x
 

where 
L  is the characteristic function [ ( ) ]jA i L= x , and L  is the set of unique 

class labels. 

Continuing with the previous section's example 

• classifier 1 algorithm -> class 0 

• classifier 2 algorithm -> class 0 

• classifier 3 algorithm -> class 1 

assigning the weights {0.2, 0.2, 0.6} would yield a prediction ˆ 1y = : 

                       0 0 1arg max[0.2 0.2 0.6 ] 1
i

i i i +  +  =  

Soft Voting 

In soft voting, we forecast the class labels based on the classifier's projected 

probabilities p  ; however, this strategy is only suggested if the classifiers are well-

calibrated. 

                                      
1

,ˆ arg max
m

j ij
i

j

y w p
=

=   

Where, jw  is the weight that can be assigned to the j th classifier algorithm. 

Assuming a binary classification problem with class labels {0,1}i , our ensemble 

may predict the following: 

• 1( ) [0.9,0.1]A →x  

• 2( ) [0.8,0.2]A →x  

• 3( ) [0.4,0.6]A →x  

We obtain the average probability using uniform weights: 
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However, using the weights {0.1, 0.1, 0.8} would result in the prediction ˆ 1y = : 

                         
0

1

( ) 0.1 0.9 0.1 0.8 0.8 0.4 0.49

( ) 0.1 0.1 0.2 0.1 0.8 0.6 0.51

p i

p i

=  +  +  =

=  +  +  =

x

x

∣

∣
 

                                        0 1arg max[ ( ), ( )] 1ˆ
i

y p i p i= =x x∣ ∣  

 

Stacking Classifier 

Stacking classifiers combine numerous estimators to decrease their errors and then 

provide them as inputs in the final estimator, which may perform as well as or better 

than the best estimation method in the base layer. It uses a meta-learning technique to 

find the optimum way to integrate forecasts from several underlying machine learning 

methods. The advantage of stacking classifier algorithm is that it may combine the 

powers of many high-performing algorithms on a classification job to create 

predictions that outperform any particular algorithm in the ensemble. Different 

classifier methods are trained using the whole training set, and is fitted using the 

outputs (meta-features) of the ensemble's distinct classification models. The meta-

classifier may be trained using either anticipated class labels or ensemble likelihood. 

We assign 3 labels to the dependent variable as follows: 

No intention to adopt AI= 0 

Undecided = 1 

Intend to adopt A= 2  
 

5. Results  
The decision boundaries for the ensemble voting classifier are presented in Figure 5.1. 

it shows that there are 3 well classified regions based on the intention to adopt artificial 

intelligence in healthcare. The healthcare IT professionals who currently has no 

intention to adopt artificial intelligence resides on the grey region located on the right 

of the figure 5.1. The healthcare IT professionals who are still undecided about 

implementing artificial intelligence are mostly in the dark pink middle region. Those 

who intend to adopt artificial intelligence are on the green region. The y-axis in the 
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figure represents the perceived risk associated with the adoption of artificial 

intelligence, and the x-axis represent the technical combability of the hospitals. It can 

be seen that the majority of healthcare centers with low technical compatibility and 

high perceived risks has currently no intention to adopt artificial intelligence. The 

healthcare centers with moderate risk perceptions and moderated technical combability 

are mostly undecided whether to integrate artificial intelligence.   

 The healthcare centers with high technical combability and low (AI) perceived risk 

are either undecided or or are willing to adopt artificial intelligence techniques. The 

stacking classifier produced almost similar results, indicating the robustness of our 

empirical results. However, as shown in table 5.1, and 5.2, the Ensemble voting 

classifier has a better accuracy (0.82) than than stacking classifier with accuracy of 

0.71.  

 

 

 

Table 5. 1. Ensemble Voting Classifier accuracy 

5-fold cross validation 

Accuracy: 0.82 (+/- 0.06) [Logistic Regression]  

Accuracy: 0.74 (+/- 0.04) [Random Forest]  

Accuracy: 0.79 (+/- 0.05) [Naive Bayes] 
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Accuracy: 0.82 (+/- 0.06) [Ensemble Voting 

Classifier]  

 

 

 

 

 

 

 

 

6. Conclusion  
Significant AI-based developments in the healthcare sector are to be anticipated. With 

regards to patient care, it is anticipated that artificial intelligence (AI) will assist with 

anything from early detection to quick diagnostics. For clinicians, artificial intelligence 

(AI) is expected to play a growing role in optimizing scheduling and securing patient 

information. 

Table 5.2. Stacking Classifier Accuracy 

3-fold cross validation 

Accuracy: 0.69 (+/- 0.02) [KNN] 

Accuracy: 0.72 (+/- 0.03) [Random Forest] 

Accuracy: 0.79 (+/- 0.04) [Naive Bayes] 

Accuracy: 0.71 (+/- 0.05) [Stacking Classifier] 
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Nonetheless, there remains a basic misunderstanding of how AI could be employed in 

many health domains. Most healthcare practitioners have not been trained in the 

responsible and efficient use of AI, despite the fact that they must accept new 

capabilities and broaden their practice area. With the essentials in place, the involved 

healthcare community must foster the next level of competence, moving beyond "AI 

literacy" and including individuals who are most suited to be leaders in the 

development, use, and regulation of AI in the clinical setting. Artificial intelligence - 

based Care will depend on partnerships of different AI-minded individuals who are 

prepared and motivated with the toolsets required to develop and adjust in the coming 

AI-enabled environment. 

There are clearly barriers to AI's broader adoption, ranging from legal uncertainty to a 

lack of confidence to a scarcity of established use cases. However, the potential 

presented by technology to alter the quality of healthcare, enhance efficiency, and 

assist doctors in making better informed choices are worth the work required to 

overcome them. 

 

 

References  
[1] G. Kong, K. Lin, and Y. Hu, “Using machine learning methods to predict in-

hospital mortality of sepsis patients in the ICU,” BMC Med. Inform. Decis. Mak., 

vol. 20, no. 1, p. 251, Oct. 2020. 

[2] Hosseinzadeh, Izadi, Verma, and Precup, “Assessing the predictability of hospital 

readmission using machine learning,” Twenty-fifth IAAI, 2013. 

[3] U. O. Plaza and U. Campus, “Conference Abstract,” 2020. [Online]. Available: 

http://icebe.org/ICEBE2020program.pdf. [Accessed: 07-Aug-2022]. 

[4] S. Horng, D. A. Sontag, Y. Halpern, Y. Jernite, N. I. Shapiro, and L. A. 

Nathanson, “Creating an automated trigger for sepsis clinical decision support at 

emergency department triage using machine learning,” PLoS One, vol. 12, no. 4, 

p. e0174708, Apr. 2017. 

[5] W. S. Hong, A. D. Haimovich, and R. A. Taylor, “Predicting hospital admission 

at emergency department triage using machine learning,” PLoS One, vol. 13, no. 

7, p. e0201016, Jul. 2018. 

[6] S. K. Shakyawar, S. Sethi, S. Southekal, N. K. Mishra, and C. Guda, “Big Data 

Analytics for Modeling COVID-19 and Comorbidities: An Unmet Need,” in 

Computational Intelligence Techniques for Combating COVID-19, S. Kautish, S.-

L. Peng, and A. J. Obaid, Eds. Cham: Springer International Publishing, 2021, pp. 

185–201. 

[7] J. Corny et al., “A machine learning–based clinical decision support system to 

identify prescriptions with a high risk of medication error,” J. Am. Med. Inform. 

Assoc., vol. 27, no. 11, pp. 1688–1694, Sep. 2020. 

[8] W. M. Marella, E. Sparnon, and E. Finley, “Screening Electronic Health Record–

Related Patient Safety Reports Using Machine Learning,” J. Patient Saf., vol. 13, 

no. 1, p. 31, Mar. 2017. 



81 

 

[9] T. L. Rodziewicz, B. Houseman, and J. E. Hipskind, “Medical error prevention,” 

2018. [Online]. Available: https://europepmc.org/books/nbk499956. [Accessed: 

07-Aug-2022]. 

[10] O. Simionescu, A. Blum, M. Grigore, M. Costache, A. Avram, and A. Testori, 

“Learning from mistakes: errors in approaches to melanoma and the urgent need 

for updated national guidelines,” Int. J. Dermatol., vol. 55, no. 9, pp. 970–976, 

Sep. 2016. 

[11] S. Trivedi and N. Patel, “The Impact of Artificial Intelligence Integration on 

Minimizing Patient Wait Time in Hospitals,” EQME, vol. 3, no. 1, pp. 21–35, 

2020. 

[12] P. Stefanatou, E. Giannouli, G. Konstantakopoulos, S. Vitoratou, and V. Mavreas, 

“Measuring the needs of mental health patients in Greece: reliability and validity 

of the Greek version of the Camberwell assessment of need,” Int. J. Soc. 

Psychiatry, vol. 60, no. 7, pp. 662–671, Nov. 2014. 

[13] P. Stefanatou, C.-S. Karatosidi, E. Tsompanaki, E. Kattoulas, N. C. Stefanis, and 

N. Smyrnis, “Premorbid adjustment predictors of cognitive dysfunction in 

schizophrenia,” Psychiatry Res., vol. 267, pp. 249–255, Sep. 2018. 

[14] Z. Ahmed, K. Mohamed, S. Zeeshan, and X. Dong, “Artificial intelligence with 

multi-functional machine learning platform development for better healthcare and 

precision medicine,” Database , vol. 2020, Jan. 2020. 

[15] R. Rozenblum et al., “Using a Machine Learning System to Identify and Prevent 

Medication Prescribing Errors: A Clinical and Cost Analysis Evaluation,” Jt. 

Comm. J. Qual. Patient Saf., vol. 46, no. 1, pp. 3–10, Jan. 2020. 

[16] Y. Jia, T. Lawton, J. McDermid, E. Rojas, and I. Habli, “A Framework for 

Assurance of Medication Safety using Machine Learning,” arXiv [cs.LG], 11-

Jan-2021. 

[17] S. Gerke, B. Babic, T. Evgeniou, and I. G. Cohen, “The need for a system view 

to regulate artificial intelligence/machine learning-based software as medical 

device,” NPJ Digit Med, vol. 3, p. 53, Apr. 2020. 

[18] S. Eaneff, Z. Obermeyer, and A. J. Butte, “The Case for Algorithmic Stewardship 

for Artificial Intelligence and Machine Learning Technologies,” JAMA, vol. 324, 

no. 14, pp. 1397–1398, Oct. 2020. 

[19] V. S. Rathee, H. Sidky, and B. J. Sikora, “Role of associative charging in the 

entropy–energy balance of polyelectrolyte complexes,” Journal of the American, 

2018. 

[20] S. Trivedi and N. Patel, “Optimizing OR Efficiency through Surgical Case 

Forecasting with ARIMA Averaging,” ACST, vol. 1, no. 1, pp. 7–17, 2021. 

[21] S. A. Bini, “Artificial Intelligence, Machine Learning, Deep Learning, and 

Cognitive Computing: What Do These Terms Mean and How Will They Impact 

Health Care?,” J. Arthroplasty, vol. 33, no. 8, pp. 2358–2361, Aug. 2018. 

[22] P. N. Ramkumar et al., “Artificial Intelligence and Arthroplasty at a Single 

Institution: Real-World Applications of Machine Learning to Big Data, Value-

Based Care, Mobile Health, and Remote Patient Monitoring,” J. Arthroplasty, 

vol. 34, no. 10, pp. 2204–2209, Oct. 2019. 

[23] K. Jordon, P.-E. Dossou, and J. C. Junior, “Using lean manufacturing and machine 

learning for improving medicines procurement and dispatching in a hospital,” 

Procedia Manufacturing, vol. 38, pp. 1034–1041, Jan. 2019. 



82 

 

[24] S. Trivedi and N. Patel, “The Role of Automation and Artificial Intelligence in 

Increasing the Sales Volume: Evidence from M, S, and, MM Regressions,” 

International Journal of Contemporary Financial Issues, vol. 3, no. 2, pp. 1–19, 

2020. 

[25] M. Poduval, A. Ghose, S. Manchanda, V. Bagaria, and A. Sinha, “Artificial 

Intelligence and Machine Learning: A New Disruptive Force in Orthopaedics,” 

Indian J. Orthop., vol. 54, no. 2, pp. 109–122, Apr. 2020. 

[26] R. F. Thompson et al., “Artificial intelligence in radiation oncology: A specialty-

wide disruptive transformation?,” Radiother. Oncol., vol. 129, no. 3, pp. 421–426, 

Dec. 2018. 

[27] Mou, “Artificial intelligence: investment trends and selected industry uses,” 

International Finance Corporation, 2019. 

[28] M. Garbuio and N. Lin, “Artificial intelligence as a growth engine for health care 

startups: Emerging business models,” Calif. Manage. Rev., vol. 61, no. 2, pp. 59–

83, Feb. 2019. 

[29] H. Sidky et al., “SSAGES: Software Suite for Advanced General Ensemble 

Simulations,” J. Chem. Phys., vol. 148, no. 4, p. 044104, Jan. 2018. 

[30] M. Fatima and M. Pasha, “Survey of machine learning algorithms for disease 

diagnostic,” J. intell. learn. syst. appl., vol. 09, no. 01, pp. 1–16, 2017. 

[31] K. Shameer, K. W. Johnson, B. S. Glicksberg, J. T. Dudley, and P. P. Sengupta, 

“Machine learning in cardiovascular medicine: are we there yet?,” Heart, vol. 

104, no. 14, pp. 1156–1164, Jul. 2018. 

[32] N. Patel and S. Trivedi, “Choosing Optimal Locations for Temporary Health Care 

Facilities During Health Crisis Using Binary Integer Programming,” SSRAML, 

vol. 3, no. 2, pp. 1–20, 2020. 

[33] C. Rudin, “Stop Explaining Black Box Machine Learning Models for High Stakes 

Decisions and Use Interpretable Models Instead,” Nat Mach Intell, vol. 1, no. 5, 

pp. 206–215, May 2019. 

[34] V. S. Rathee, H. Sidky, B. J. Sikora, and J. K. Whitmer, “Explicit Ion Effects on 

the Charge and Conformation of Weak Polyelectrolytes,” Polymers , vol. 11, no. 

1, Jan. 2019. 

[35] A. Adadi and M. Berrada, “Peeking Inside the Black-Box: A Survey on 

Explainable Artificial Intelligence (XAI),” IEEE Access, vol. 6, pp. 52138–

52160, 2018. 

[36] Alugubelli, “Exploratory Study of Artificial Intelligence in Healthcare,” Int. j. 

innov. eng. technol., 2016. 

[37] F. Wang and A. Preininger, “AI in Health: State of the Art, Challenges, and Future 

Directions,” Yearb. Med. Inform., vol. 28, no. 1, pp. 16–26, Aug. 2019. 

[38] M. M. Baig, H. GholamHosseini, A. A. Moqeem, F. Mirza, and M. Lindén, “A 

systematic review of wearable patient monitoring systems - current challenges 

and opportunities for clinical adoption,” J. Med. Syst., vol. 41, no. 7, p. 115, Jul. 

2017. 

[39] V. Bandari, “The Adoption Of Next Generation Computing Architectures: A 

Meta Learning On The Adoption Of Fog, Mobile Edge, Serverless, And 

SoftwareDefined Computing,” ssraml, vol. 2, no. 2, pp. 1–15, 2019. 

[40] T. Q. Sun and R. Medaglia, “Mapping the challenges of Artificial Intelligence in 

the public sector: Evidence from public healthcare,” Gov. Inf. Q., vol. 36, no. 2, 

pp. 368–383, Apr. 2019. 



83 

 

[41] A. Darwish, A. E. Hassanien, M. Elhoseny, A. K. Sangaiah, and K. Muhammad, 

“The impact of the hybrid platform of internet of things and cloud computing on 

healthcare systems: opportunities, challenges, and open problems,” J. Ambient 

Intell. Humaniz. Comput., vol. 10, no. 10, pp. 4151–4166, Oct. 2019. 

[42] C. Xiao, E. Choi, and J. Sun, “Opportunities and challenges in developing deep 

learning models using electronic health records data: a systematic review,” J. Am. 

Med. Inform. Assoc., vol. 25, no. 10, pp. 1419–1428, Oct. 2018. 

[43] J. G. Shull, “Digital Health and the State of Interoperable Electronic Health 

Records,” JMIR Med Inform, vol. 7, no. 4, p. e12712, Nov. 2019. 

[44] K.-H. Yu, A. L. Beam, and I. S. Kohane, “Artificial intelligence in healthcare,” 

Nat Biomed Eng, vol. 2, no. 10, pp. 719–731, Oct. 2018. 

[45] V. S. Rathee, S. Qu, W. A. Phillip, and J. K. Whitmer, “A coarse-grained 

thermodynamic model for the predictive engineering of valence-selective 

membranes,” Molecular Systems Design, 2016. 

[46] C. J. Kelly, A. Karthikesalingam, M. Suleyman, G. Corrado, and D. King, “Key 

challenges for delivering clinical impact with artificial intelligence,” BMC Med., 

vol. 17, no. 1, p. 195, Oct. 2019. 

[47] N. Patel and S. Trivedi, “Leveraging Predictive Modeling, Machine Learning 

Personalization, NLP Customer Support, and AI Chatbots to Increase Customer 

Loyalty,” EQME, vol. 3, no. 3, pp. 1–24, Apr. 2020. 

[48] S. Trivedi and N. Patel, “Clustering Students Based on Virtual Learning 

Engagement, Digital Skills, and E-learning Infrastructure: Applications of K-

means, DBSCAN, Hierarchical, and Affinity Propagation Clustering,” SSRET, 

vol. 3, no. 1, pp. 1–13, 2020. 

[49] Hercheui and Mech, “Factors Affecting The Adoption Of Artificial Intelligence 

In Healthcare,” Global Journal of Business Research, 2021. 

[50] S. Sarwar et al., “Physician perspectives on integration of artificial intelligence 

into diagnostic pathology,” NPJ Digit Med, vol. 2, p. 28, Apr. 2019. 

[51] V. S. Rathee, A. J. Zervoudakis, H. Sidky, B. J. Sikora, and J. K. Whitmer, “Weak 

polyelectrolyte complexation driven by associative charging,” J. Chem. Phys., 

vol. 148, no. 11, p. 114901, Mar. 2018. 

[52] T. C. Chang, C. Seufert, O. Eminaga, E. Shkolyar, J. C. Hu, and J. C. Liao, 

“Current Trends in Artificial Intelligence Application for Endourology and 

Robotic Surgery,” Urol. Clin. North Am., vol. 48, no. 1, pp. 151–160, Feb. 2021. 

[53] S. Beyaz, “A brief history of artificial intelligence and robotic surgery in 

orthopedics & traumatology and future expectations,” Jt Dis Relat Surg, vol. 31, 

no. 3, pp. 653–655, 2020. 

[54] Y. Agarwal, M. Jain, S. Sinha, and S. Dhir, “Delivering high‐tech, AI‐based 

health care at Apollo Hospitals,” Glob. Bus. Organ. Excel., vol. 39, no. 2, pp. 20–

30, Jan. 2020. 

[55] J. Guan, “Artificial Intelligence in Healthcare and Medicine: Promises, Ethical 

Challenges and Governance,” Chin. Med. Sci. J., vol. 34, no. 2, pp. 76–83, Jun. 

2019. 

[56] E. Loh, “Medicine and the rise of the robots: a qualitative review of recent 

advances of artificial intelligence in health,” BMJ Leader, p. leader-2018-000071, 

Jun. 2018. 


